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ABSTRACT
This paper presents a novel approach to enabling visually impaired users to gain access to bar charts on the Web. Our approach differs from previous work by providing the user with the message and knowledge that one would gain from viewing the graphic rather than providing alternative access to the appearance of the graphic. The user interface to the system is implemented as a browser extension. The output of the system is a textual summary, the core content of which is the hypothesized intended message of the graphic designer, as inferred by our Bayesian network. The summary is conveyed to the user by screen reading software. User evaluations have shown the system to be both useful and effective.
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1 Introduction
Information graphics such as bar charts, line graphs, and pie charts play an increasingly important role in many documents found on the Web. These inherently visual constructs enable viewers to quickly and easily perform complex tasks such as comparing entities or identifying trends. Unfortunately, the growing use of visual information displays has disenfranchised individuals with sight impairments. Thus the challenge is to develop techniques for providing effective access so that all individuals can utilize these information resources in their education, work, decision-making, and leisure.

Many documents on the Web can be accessed by visually impaired users through screen reading software that reads the information on a computer screen using synthesized speech. If the developer of the web page has supplied alternative text (or “alt text”) for graphics in the HTML, most screen readers will read this text to the user. However, the vast majority of web pages are developed without accessibility in mind, and alt text is not supplied, thus making the content of the document’s graphics inaccessible to a visually impaired user. As one of our visually impaired users noted, “Of course, half the time they [web pages] don’t even label [the graphics] to say this is a chart, or, it just says ‘Graphic207’.”

2 Approach and Related Work
Our work is concerned with providing access to information graphics from popular media such as newspapers and magazines. Such information graphics generally have a message that the graphic designer intended to convey. For example, given the graphic in Figure 1, the graphic’s message is that there is an increase in Jan '99 in the dollar value of 6-month growth in consumer revolving credit in contrast with the decreasing trend from July '97 to July '98. Rather than providing the visually impaired user with alternative access to what the graphic looks like or a listing of all of the data points contained in the graphic, our work takes a very different approach and attempts to provide users with the message and knowledge that one would gain from viewing the graphic. We eventually envision the system as an interactive system that will provide a richer textual summary, and that can respond to requests for further information about the graphic.

Figure 1. Graphic with a Contrast Pt with Trend Message

A number of projects have attempted to make graphs accessible to visually impaired viewers by reproducing the image in an alternative medium, such as sound [1], touch [10] or a combination of the two [11, 14]. Aside from the use of sound and touch, there is some research involving presenting graphics via text. For example, Ferres et al. [9], describe the inspectGraph system, which has the goal of providing accessibility for blind users to the graphs.

published in Statistics Canada’s “The Daily.” When the graph creator saves the graph as part of an Excel spreadsheet, a plug-in generates the required inspectGraph files. inspectGraph supports the communication of the contents of graphics in two ways: 1) it generates short, static textual descriptions of the content and appearance of the graphic that can be referred to by tags in HTML files, and 2) there is a navigation tool that allows users to query and navigate the content of the graph.

However, all of these approaches require the user to build a “mental map” of the diagram – a task that is very difficult for the congenitally blind because they have no personal knowledge regarding the appearance of information graphics [11]. In addition, many of the other systems require 1) special equipment or 2) preparation work (such as model creation) by a sighted individual. For example, inspectGraph [9] requires that support files be generated by a plug-in when the graph is created, and also requires the user to construct a mental map of the graph in order to infer any intended message. Consequently, existing systems have not been successful in solving the graph accessibility issue for visually impaired individuals. Thus it is imperative that novel approaches be investigated.

3 The Importance of Making Information Graphics Accessible

In order to assess the relative importance of being able to access the information contained within an information graphic, we conducted a corpus study [3] whose primary goal was to determine the extent to which the message conveyed by an information graphic in a multimodal document is also conveyed by the document’s text. We analyzed 100 randomly selected graphics from our collected corpus of information graphics, along with the articles in which they appeared. The selected articles were taken from magazines and local and national newspapers. In 39% of the instances, the text was judged to fully or mostly convey the message of the information graphic. However, in 26% of the instances, the text conveyed only a little of the graphic’s message. Most alarming was the observation that in 35% of the instances, the text failed to convey any of the message.

These findings are applicable when considering the broader issue of the accessibility for visually impaired users of all images on the Web. For example, the WebInSight [2] project is aimed at providing useful alternative text for images found on the web, such as those found in navigation bars, as form buttons, and to display textual and visual content. WebInSight attempts to extract any text found in the images and supply it to the user via the alternative text attributes of the img tag in the HTML. This method shows great promise for many critical navigational and functional images (such as those found in menus or on buttons), since the important text is often embedded in the image. However, in light of the corpus study described above, the text found within information graphics is unlikely to consistently supply helpful information about the contents of the graphic. One could envision a system such as ours being used to generate the alternative text for information graphics within a framework such as WebInSight.

The remainder of the paper presents our implemented system for enabling visually impaired users to gain access to the information provided by simple bar charts that appear on a web page. The focus of this paper is on the interaction of the user with the system interface, the impact of the design decisions upon the user experience, and the user evaluations and feedback.

4 System Architecture

The architecture of our system is shown in Figure 2. The following subsections discuss the various components with particular emphasis on the browser extension which allows visually impaired users to access textual summaries of information graphics. Note that while the browser extension will work for any type of information graphic, the scope of the work currently implemented for the image processing and message inference components is limited to the processing of simple bar charts. By simple bar charts, we mean bar charts that display the values of a single independent attribute and the corresponding values for a single dependent attribute. However, we believe that our methodology is broadly applicable and extensible to other types of information graphics.

4.1 Browser Extension

We considered the following three goals while designing our system: 1) the system should be usable by as many visually impaired individuals as possible, 2) the system should not require the use of special equipment or assistance from a sighted helper, and 3) the interface presented to users should be easy to use and compatible with their navigation preferences. Each of these design goals influenced the form and functionality of the browser extension that serves as our user interface.

In order to achieve the first goal, reaching the largest potential audience of users, we have implemented our browser extension specifically for Internet Explorer, since it currently holds the majority web browser market share. We then tested it using Freedom Scientific’s JAWS, which
holds 65% of the screen reader market share [13]. However, the concepts applied here are extensible to other implementation platforms (see Section 4.1.3).

With respect to the second design goal, visually impaired computer users are already encumbered by having to buy relatively expensive screen reading or magnification software. Any solution which requires additional special equipment would likely limit potential users, as well as hinder the portability of the computer system it is attached to. Thus, being able to utilize our system with only a web browser and screen reading software is a strong advantage. The ability of our system to automatically infer the intended message of an information graphic ensures that intervention, in the form of assistance or preparation work, by a sighted individual (including the developer of the web page) is not necessary.

The final goal for our browser extension was that it should be as easy as possible for users to find and select an information graphic, signal for the system to infer the graphic’s summary and convey it to the user, and then return to the original position in the web page. For this reason, our system is completely keystroke driven and utilizes keys that do not interfere with any of the current navigational settings for JAWS.

4.1.1 Interacting with the System

When navigating a web page, JAWS users have many options. When the web page is initially opened, JAWS begins reading the content of the web page, from top to bottom. The actual content that JAWS reads is highly configurable by the user, but typically includes any text on the page, the screen text pertaining to links and buttons, and the alternative text associated with graphics. Additionally, users could choose to press the “tab” key to traverse the content of the page, use quick navigation keys (such as G and Shift+G), or use the cursor (arrow) keys to control their navigation through the content of a web page. In order to avoid conflicts with the existing navigation commands in JAWS, we chose CONTROL+Z as the key combination for launching our system. If the user comes across a bar chart during their navigation of a web page, they can hit CONTROL+Z to receive a textual summary of the information conveyed by the bar chart. For example, if the user encountered the graphic shown in Figure 3, they could hit CONTROL+Z and a dialog box containing the summary of the graphic would appear. For this particular graphic, our system produces the summary “This bar chart titled ‘The notebook spiral’ shows that the dollar value of average laptop prices fell from 2000 to 2003 and then falls more slowly until 2007.” By default, JAWS will read the contents of the dialog box aloud as soon as it is displayed.

This type of interaction requires a very tight coupling between our application and the web browser, because our application needs to be able to determine which graphic

4.1.2 Identifying Bar Charts

When a user navigates to a graphic, JAWS attempts to identify the graphic by using the “alt text” (if present) or the file name. However, these sources often do not contain any indication that the image represents a bar chart. Not surprisingly, some users have stated in their user evaluations that they often do not know when an image represents an information graphic. Therefore, as soon as the web page has loaded, our browser extension scans all the images on the page for images that appear to be bar charts. The scan uses simple tests, such as whether the graphic has fewer than 20 gray levels, and whether or not rectangles with aligned edges (as they would be aligned along an axis) are present in the image. If an image is considered to be likely be a bar chart, the browser extension appends the message, “This image appears to be a bar chart. Press Control+Z to determine the summary.” to any existing alt text for the image. JAWS then reads this text to the user when the user navigates to the image.

2Graphic from BusinessWeek, September 5, 2005.
4.1.3 Extensibility of the Browser Extension

While the current version of the user interface has been designed specifically with JAWS and Internet Explorer in mind, we expect similar solutions to work for other applications. For example, extensions similar to BHOS can be developed for Mozilla’s Firefox browser using the Cross Platform Component Object Model (XPCOM). Regarding the use of screen readers other than JAWS, our BHO in Internet Explorer will work with any screen reader; it is simply a matter of investigating how the focus of Internet Explorer and the screen reading software interact and of ensuring that the keystroke combination does not conflict with existing screen reader functionality. For visually impaired users who primarily use a screen magnifier (such as ZoomText), the text produced by our BHO can be handled in the same manner as text in any other application.

4.2 Processing the Image

After our system is launched by the user through the browser extension, the image is processed by the Visual Extraction Module. VEM is responsible for analyzing the graphic’s image file and producing an XML representation containing information about the components of the information graphic including the graphic type (bar chart, pie chart, etc.) and the textual pieces of the graphic (such as its caption). For a bar chart, the representation includes the number of bars in the graph, the labels of the axes, and information for each bar such as the label, the height of the bar, the color of the bar, and so forth [5]. This module currently handles only electronic images produced with a given set of fonts and no overlapping characters. In addition, the VEM currently assumes standard placement of labels and axis headings. Work is underway to remove these restrictions. But even with these restrictions removed, the VEM can assume that it is dealing with a simple bar chart, and thus the problem of recognizing the entities is much more constrained than typical computer vision problems.

The XML representation is then passed to the Pre-processing and Caption Tagging Module (CTM). The pre-processing augments the XML with salience information such as a bar that is colored differently from other bars in the graphic or a bar that has an annotation when the other bars do not. The caption tagging extracts information from the caption (discussed later) and then passes the augmented XML representation to the message recognition module (MRM), which is described in the next section.

4.3 MRM: A Bayesian Inference System

We have developed a Bayesian inference system for recognizing the intended message of an information graphic. We hypothesize that this message can serve as the core content of an effective summary of the information graphic. This message inference methodology has several potential domain applications aside from accessibility for blind users, such as generating searchable summaries of information graphics for digital libraries, and tutoring systems aimed at improving the design of information graphics. Note that this paper is centered on the issue of making bar charts accessible to blind users, and therefore this section is intended as a brief overview of our Bayesian inference system; further details on the network design, implementation and evaluation can be found in [8].

We view information graphics that appear in popular media as a form of language with a communicative intention. Therefore, we have extended plan inference techniques that have successfully been used in recognizing the intention of natural language utterances (for example [15, 4]) to the novel domain of information graphics. A critical component of any plan inference system is the evidence, or communicative signals, that are identified and utilized by the system to infer the communicative intention of an agent. In this case, the MRM is attempting to infer the message that the graphic designer intended a viewer of the graphic to recognize. We have identified three categories of communicative signals that appear in simple bar charts.

Our first communicative signal is the salience of entities in the graphic. The graphic designer can employ a number of strategies for making an entity or entities in a bar chart salient to the viewer. For example, a bar could be shaded or colored differently than the other bars (as is the case for the bar labelled CBS in Figure 4), or could be specially annotated. Mentioning a bar’s label in the caption of the graphic also makes the represented entity salient, since this draws attention to the bar.

A second communicative signal is the relative effort required for different perceptual and cognitive tasks. Here we are extending a hypothesis of the AutoBrief group [12]. The AutoBrief project was concerned with generating information graphics, and they hypothesized that a graphic designer chooses a design that best facilitates the perceptual and cognitive tasks that a viewer will need to perform on the graphic. We posit that if a graphic designer went to the effort of making a particular perceptual task easy to perform on a given graphic, then that perceptual task is likely to be part of the set of tasks that the viewer was intended to perform in deciphering the graphic’s message.

A third communicative signal, and the only one external to the information graphic itself, is the presence of certain verbs and adjectives in a caption. In [7] we present a corpus study showing that (1) captions are often very general or uninformative, and (2) even when captions convey something about the graphic’s intended message, the caption is often ill-formed or requires extensive analogical reasoning. Therefore, rather than attempting to actually understand the caption, we utilize shallow processing of the caption in order to extract communicative signals.

The communicative signals that we extract from an information graphic are then utilized by our system to reason about the intended message of the graphic. For each new information graphic, we dynamically construct a Bayesian network. The top level of the network captures
the various categories of messages that can be conveyed by a bar chart, such as conveying a change in trend (Change-Trend), conveying the rank of an entity in a bar chart (Get-Rank), comparing two entities (Relative-Difference), and so forth. The communicative signals extracted from a graphic are represented in the Bayesian network as evidence nodes. Once the network is constructed, the probabilities propagate through the network to hypothesize the intended message of the graphic. For the graphic in Figure 4, the system infers that the graphic is conveying the rank of CBS and produces the summary “This bar chart titled ‘Advertisers pay more for youth’ shows that CBS has the second lowest rank in terms of the dollar value of average price of Ad compared with NBC, ABC, FOX, and WB.”

4.4 Generating the Summary

Once the intended message has been inferred by our Bayesian inference system, it is used as the core content of a textual summary of the graphic. Generating a coherent natural language summary is a non-trivial issue; for example, one of the most challenging aspects of generating coherent natural language has been determining the full label for the measurement (or value axis). Further details on realizing the inferred intention in natural language can be found in [6].

5 User Evaluations

Of all of the data that could be collected regarding a system’s performance, user evaluations are the most critical, particularly when dealing with users with disabilities. In our user evaluations, participants were first given a guided introduction to our system. Participants then explored various web pages containing bar charts, using our system to access summaries of the bar charts. The evaluation concluded with a taped interview. Two areas were assessed: the effectiveness of our overall methodology in enabling visually impaired users to access the content of bar charts, and the ease of use of the browser interface.

Ten visually impaired users participated in our study. The participants had varying degrees of computer experience, though all were JAWS users. The participants also possessed varying degrees of vision, but none could view the graphics without substantial magnification (which was not used during the experiments). There was also a mix of congenitally and non-congenitally blind users.

Three of the evaluation questions were numerical in nature. The responses from each of the users is shown in Table 1. The questions were:

- On a scale of 1–10 with 1 being not useful at all and 10 being extremely useful, how useful would software be that can provide the message and content of a graph?
- On a scale of 1–10 with 1 being extremely difficult and 10 being extremely easy, how easy was it to select the graph within the web page?
- In order to start our system, you had to press Control+Z. On a scale from 1–10 with 1 being extremely difficult and 10 being extremely easy, how easy was this to do?

![Figure 4. Graphic with a Get-Rank Message](https://give2all.org)

<table>
<thead>
<tr>
<th>User</th>
<th>Impairment</th>
<th>Usefulness</th>
<th>Ease of Use</th>
<th>Ease of Stroke</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Congenital</td>
<td>6</td>
<td>8</td>
<td>No answer</td>
</tr>
<tr>
<td>2</td>
<td>Congenital</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>3</td>
<td>Congenital</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>4</td>
<td>Congenital</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>5</td>
<td>Legally</td>
<td>8</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>6</td>
<td>Congenital</td>
<td>5</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>7</td>
<td>Noncongenital</td>
<td>9</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>8</td>
<td>Noncongenital</td>
<td>9</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>9</td>
<td>Noncongenital</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>10</td>
<td>Congenital</td>
<td>5</td>
<td>10</td>
<td>10</td>
</tr>
</tbody>
</table>

| Avg  | 8.2            | 9.1        | 9.8         |
| Sidev| 2.1            | 1.6        | 0.4         |

Table 1. Quantitative User Evaluation Results

It is clear from the results of the user evaluations that the participants were pleased with the overall methodology and ease of use of the system. The response from the participants was overwhelmingly positive, and the participants were generally very excited about the possibility of being able to access the content of information graphics. One participant remarked, “… sometimes the information is what you’re trying to get. If you go over that graphic and then you run through this whole article or document and you’re not getting what you want, it might be in that little bit. You know, which has happened in other cases.”

One of our open-ended questions was whether or not the participants would like to be able to obtain further information from the graphics, and if so, what information they would like to be able to get. A striking, though in retrospect not surprising, difference emerged between the congenitally and non-congenitally blind users as to whether they could identify what other types of information they might like to have. This inherently makes sense, since the congenitally blind users have never had the opportunity to
view or use bar charts. As one participant noted, “... I don’t know enough about graphs to answer that question. Having never been able to see.” We posit that this distinction lends credence to the hypothesis that it would be difficult for congenitally blind users to form a mental map of a bar chart, based on an alternative description of its appearance, in order to extract the message of the graphic. Although many congenitally blind participants felt that the system would be quite useful, the three who rated the system’s potential usefulness below a 7 were congenitally blind and had never viewed a bar chart. We surmise that these lower ratings reflect their lack of familiarity with information graphics and the valuable information that they provide.

Another very interesting result of the evaluations was that when asked “Did you have confidence that the output from our system helped you to understand what the graph was conveying?” all of the participants responded positively. While encouraging, this result also underscores the responsibility of a system to avoid misleading its users. It should be noted that even if our system incorrectly infers the graphic designer’s intended message for a bar chart, the inferred message still reflects information that is present in the graphic.

6 Conclusion

Information graphics are an important part of many documents available on the world-wide web, yet they are largely inaccessible to visually impaired users. This is clearly unacceptable. As one of our participants stated, “I think that we deserve to have as much information as everyone else does.” This paper has presented a novel implemented interface that enables visually impaired users to gain access to the information provided by simple bar charts that appear on a web page. Our approach of presenting the message conveyed by the information graphic does not require specialized hardware, preparation work by a sighted individual, or for the user to construct a mental map of the graphic. Our user evaluations indicate that our approach shows great promise for addressing the challenge of providing universal access to information graphics.
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